
The Journal of Systems & Software 187 (2022) 111223

S

w
a
r
2
d
t
t
d

H
e
f
e
G
t
i

l
(

h
0

Contents lists available at ScienceDirect

The Journal of Systems & Software

journal homepage: www.elsevier.com/locate/jss

On the evaluation of usability design guidelines for improving network
monitoring tools interfaces✩

ofia A.M. Silveira a, Luciana A.M. Zaina a, Leobino N. Sampaio b, Fábio L. Verdi a,∗
a Computer Science Department, Federal University of São Carlos, Sorocaba, SP, Brazil
b Computer Science Department, Federal University of Bahia, Salvador, BA, Brazil

a r t i c l e i n f o

Article history:
Received 30 March 2021
Received in revised form 16 December 2021
Accepted 11 January 2022
Available online 19 January 2022

Keywords:
Usability
Network-monitoring tools
Network management
Design guidelines
User-centered design
Graphical user interface

a b s t r a c t

Network monitoring tools are vital to network administrators, helping them make decisions and
accomplish their tasks. In general, those tools are developed with a focus on technical aspects not
taking into account important usability principles. On the other hand, the Human–Computer Interac-
tion community presents great potential for the improvement of interfaces in network management
tools suggesting that usability guidelines can guide software developers during user interface design.
The goal of this work is to evaluate how different usability design guidelines can assist software
developers in elaborating network monitoring tools interfaces with improved usability, creating a
better experience for network administrators. To do that, we engage in an experimental study,
where 52 software developers prototyped user interfaces based on different scenarios and applied 12
guidelines for usability design in network monitoring tools. Through the quantitative and qualitative
analysis as well as Fisher’s Exact Test, we demonstrate that the level of complexity of the scenarios
for the creation of the prototypes had no significant effect on the acceptance of the guidelines. We
conclude that the guidelines were used by most participants and are relevant to assist the software
developers to create interfaces with a focus on usability in network monitoring tools.

© 2022 Elsevier Inc. All rights reserved.
1. Introduction

Mostly designed by and for network specialists, current net-
ork management applications’ interfaces still tend to lack us-
bility aspects in their design and to present data manipulation
esources in a purely technical perspective (Falschlunger et al.,
016). Even the design of advanced tools overlooks the existing
iversification of users’ profiles interested in network informa-
ion, encouraging the development of friendly system interfaces
o facilitate access, manipulation, and understanding of network
ata (Nielsen, 2012).
The visualization and usability resources, discussed by the

uman–Computer Interaction (HCI) community, hold consid-
rable promise for contributing to more advanced user inter-
aces of management applications (Nielsen, 2012; Falschlunger
t al., 2016; Ward et al., 2010.; Bajpai and Schönwälder, 2015;
uimarães et al., 2016). They can benefit non-specialists and
hose with in-depth knowledge looking for increasing productiv-
ty when carrying out daily monitoring tasks (Guimarães et al.,
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2016). As a result, recent initiatives have suggested HCI-based
usability guidelines (i.e., heuristics) to support the designing of
user interfaces for network management tools (Verdi et al., 2020).

User interface design refers to the building interfaces that me-
diated the user interaction with the software (Sharp et al., 2019).
The decisions regarding the visual elements (e.g. buttons, menus)
used on the interface as well as the interaction type available
(e.g. touch, voice) can impact on the software usability. Usability
heuristics and guidelines are commonly used in the user interface
design process to provide best practices and rules of thumb to
developers produce more friendly and useful software (Nielsen,
1994). Taking into account the best practices, developers con-
struct prototypes of different fidelities which are the deliverables
in the process of user interface design. An effort to create new
heuristics is evident in the literature since Nielsen (Nielsen, 1994)
Heuristics and guidelines do not cover specific characteristics of
different types of software and applications, ignoring elements
of particular domains (e.g., network, education). Therefore, in the
field of network monitoring, it is of paramount importance to de-
fine such specific heuristics and guidelines and make evaluations
to verify their benefits for usability.

Despite their benefits, it is still fundamental to evaluate to
which extent such guidelines can attract software developers

on user interface designing when their goal is to help users
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perform their tasks with greater ease and efficiency. This con-
cern stems from the lack of guidelines’ effectiveness on existing
user interface designs. Most of the current literature initiatives
describe evaluation experiences, which findings are limited for
some reasons. Firstly, the studies do not involve real users or
rely on few opinions collected in restricted scopes. Secondly, the
evaluations do not consider those directly involved with the de-
sign (i.e., software developers). Thirdly, the studies do not exploit
users’ feedback to improve the evaluated guidelines. Finally, there
are quite a few initiatives proposed for network management.
Most of them are focused on other knowledge fields, e.g., network
security or generic heuristics.

Hence, based on the discussion mentioned above, this work
ims to evaluate how different design guidelines can effectively
ssist software developers in building user interfaces that allow
etwork administrators to perform their tasks with greater ease
nd efficiency. To accomplish this goal, we conducted an eval-

uation study based on our previous work (Verdi et al., 2020).
It introduced 12 guidelines for user interface design in network
management tools derived from an investigation involving nine
network specialists in the area. This follow-up study evaluated
them guided by two related Research Questions (RQ) as follows:

• RQ1: How did the software developers use the guidelines?
• RQ2: What was the feedback provided by the software

developers?

To answer them, we conducted an experimental study based
n medium-fidelity prototypes (Sharp et al., 2019) that involved
oftware developers (i.e., participants), following a practical ap-
roach. Its main goal was to evaluate, control, or improve the
anagement process supported by an application to instruct the
articipants to use the assessed guidelines. To this end, we cre-
ted a catalog that extends those proposed in Verdi et al. (2020)
y adding new data to support developers in understanding how
o apply them. Indeed, we included a corresponding data type
ffected by each guidelines, issues to be considered about the
nteraction, additional notes, and the limitations and restrictions
o its application.

Besides answering the main research question, this work
resents other contributions, as follows: (i) It presents an eval-
ation study focused on developing network monitoring tools,
n area rarely addressed in the literature. So, this experience can
uide future initiatives; (ii) The evaluation relied on a study with
oftware developers, supported by experimental methodologies;
iii) Different from related works, we refined the guidelines ac-
ording to the analysis of the prototypes implemented by the
evelopers. Consequently, we could observe patterns of error in
pplying the guidelines and modify them as necessary; (iv) We
ntroduced a usability evaluation methodology that used a catalog
o support developers during the analysis.

The remaining sections of this paper are organized as fol-
ows. Section 2 summarizes the fundamental concepts related
o this work. Section 3 describes the study, presenting its steps
nvolving planning, conduction and analysis. Section 4 presents
he results of the study, focusing on each Research Question.
ection 5 explains which and how guidelines were refined and
he motivation to the refinement. Section 6 discusses the study
indings regarding each Research Question. Section 7 addresses
hreats to validity and how we mitigated each of them. Finally,
ection 8 presents our final considerations.

. Related work

The use of graphical visualizations to analyze problems has
ecome essential, especially to analyze and understand a large
2

amount of data such as that collected in the network envi-
ronment, coming from routers, switches and servers (Keim and
Zhang, 2011; Falschlunger et al., 2016). Furthermore, the advent
of virtualization, where the number of elements in the network
becomes even more significant, promoted an increase in the
amount of information (Ogu et al., 2014; Jain and Paul, 2013).
Recent reports in the literature point to the need for further
investigation into user interaction problems presented by the
monitoring tools (Guimarães et al., 2016).

When evaluating user interfaces of monitoring tools, Pretorius,
Calitz, and Van Greunen (Pretorius et al., 2005) use the Eye
Tracking technique combined with traditional interface evalu-
ation methodologies. The use of Eye Tracking revealed that a
specific important region of a data visualization of the monitoring
tool was too small, making legibility difficult with impact nega-
tively on usability. It also showed that users always prefer blue
to view graphics over texts.

Studies about network monitoring and management tools are
being conducted with tools aimed at network administrators and
tools that target ordinary citizens to monitor the network in their
homes. The study elaborated by Yang and Edwards (2010), fo-
cused on User Experience related to network management tools,
conducted interviews with 24 home network users, including
those with only informal knowledge of networks to expert users.
The participants reported some usability problems regarding the
difficulty of understanding and using the tools since they require
sophisticated technical knowledge in computer networks. Fur-
thermore, the lack of visualization, such as a visual map of the
home network, was also a problem pointed out by the partic-
ipants, especially when faced with issues such as lack of con-
nection or slow network speed. Inconsistent user interfaces of
management tools were also identified as a problem. According
to the authors, this issue occurs due to the lack of guidelines
for developing this type of software, resulting in different inter-
faces depending on the supplier, the device, and the operating
system (Yang and Edwards, 2010).

The literature review conducted by nones and Rusu (2017)
showed that many authors do not use a formal methodology to
develop new sets of usability heuristics. However, following a
formal development process is extremely important to guarantee
the efficiency and effectiveness of the heuristics set in the us-
ability evaluation. The authors of this work also emphasize that,
when creating a new set of heuristics so that they are effective
and efficient, it is necessary to: determine the specific attributes
of the application to evaluate these attributes based on the new
set of heuristics; identify existing usability heuristic sets to de-
termine how they can help on the definition of new ones, those
to be reused, and the elements to use to define heuristics; specify
the new set of heuristics following a standard template to obtain
well-defined and easy to understand heuristics; validate the new
set of heuristics to determine which ones make it possible to find
usability problems and which detect specific usability problems
related to the application.

The work presented in Vikström (2018) proposes a new set
of heuristics for usability in network management systems. The
authors start by refining Nielsen’s (Nielsen, 1994) generic heuris-
tics and then modifying them to solve some previous network
management issues. However, the proposed heuristics are tested
in a network management system named ‘‘Music’’, which is not
a well-known system. So, they may not be applicable to other
network management systems.

Thus, in a previous work (Verdi et al., 2020), we carried out
an experimental study with nine network administrators active in
the market, followed the fundamentals of the study of usability in
the light of HCI techniques. Through video recordings and notes,
we collected the difficulties and problems that the administrators
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faced when performing usual network management tasks in the
Nagios management tool, such as congestion analysis, web traffic
measurement, and flow analysis in a router, among others. Based
on the qualitative data collected, a thorough analysis was carried
out to elaborate the ‘‘guidelines for usability design in network
monitoring tools’’, a set of guidelines specific for the network
monitoring tools domain. However, these guidelines have not
yet been evaluated by developers of network management tools.
Such evaluation is essential to verify if the guidelines are actually
useful for designing these tools and if they need to be refined or
changed. Therefore, this article presents this evaluation in detail.

3. Evaluation of the guidelines

This study aimed to evaluate how a catalog of guidelines
an help software developers create user interfaces considering
spects of usability in network monitoring. To this end, it took
nto account the perspectives of acceptance and application of
he 12 guidelines for usability design available in the catalog.
he following sections present the ethical aspects, the steps of
lanning, conduction, analysis, and the threats to the validity of
he study.

.1. Ethical aspects

Our study considered the Regulation document 510/2016 of
he Health National Board in Brazil.1 It regulates non-invasive
tudies with human beings. Our planning, execution and anal-
sis steps took into account the recommendations of the doc-
ment 510/2015. We also applied a Term of Informed Consent
see Appendix A) to the participants which covered these rec-
mmendations. We outlined below the ethical aspects that are
ecommended from the regulation document and the procedures
e applied in our study to fulfill these recommendations:

• Individuals should be informed about the research goals and
the researchers responsible for the study. We prepared an
invitation message to the participants informing them who
are the researchers in charge of the study as well as the
study’s aim, i.e. to evaluate the guidelines. We attached to
the invitation message, the Term of Informed Consent (see
Appendix A) from which the participants could see a brief
explanation about the study purposes.

• The procedures of data gathering have to be explained to
the individuals as well as which data will be collected and at
what time. First, the participants had access about the data
collection instruments and procedures in the Term of In-
formed Consent (see Appendix A). Before running the study,
we conducted an explanation supported by slides informing
the participants we will examine the prototypes created by
them to see the application of the guidelines. We also in-
formed the collection of their feedback about the guidelines.
We make clear that our evaluation focused on the guidelines
and not the participants’ expertise.

• Make clear to the individuals that the data collected will be
strictly used for scientific purposes. The second paragraph
of the Term of Informed Consent (see Appendix A) clarifies
that all the data collected will be anonymized and used
exclusively for academic purposes.

• Participants should be guaranteed confidentiality and pri-
vacy of the raw data collected that will only be accessed by
the researchers. In addition to clarifying about keeping the
anonymity of the participants’ data, we explained before the

1 Available at: http://conselho.saude.gov.br/resolucoes/2016/Reso510.pdf (in
ortuguese).
3

study conduction starts that the raw data would be kept in
local storage in an institutional computer with access only
by the researchers in charge.

• The right to access the results have to be kept to the partic-
ipant whenever they wish. During the study presentation,
we informed all the participants they could have access to
the data and the research results.

• The study has to be carried out in an appropriate space.
We carried out the study in the same laboratory where the
participants used to take the course. The laboratory had
computers in adequate numbers for the number of partic-
ipants. The necessary software was previously installed in
all the computers to guarantee that all the participants had
the same settings for the study.

• The participant fatigue and stress should be mitigated
through short sessions of collected data. First, the profile
and demographic data were collected from a questionnaire
whose fulfillment lasted 5 min. To mitigate the participants’
fatigue, we conducted a short session study lasting up to 2 h
and collected the participants’ feedback about the guidelines
from a concise questionnaire.

• The participant has the right to not participate and to dis-
continue participation at any time without penalty. We car-
ried out the study making sure that the participants would
not feel pressured nor influenced. The study was not related
to the subject of the course given by one of the authors.
Moreover, the author who was the course professor did not
attend the experiment.

• Participation in the study should be voluntary without any
financial compensation. The participants were invited to
freely and optionally participate in the study, and a few
chose not to participate. It is worth mentioning that we
rewarded students with an extra point in their grades as a
way to thank them for participating in the study. On the
other hand, not participating in the study did not affect
students’ grades.

3.2. Planning

We opted for an experimental study with the development
of medium-fidelity prototypes. They are artifacts that describe
the organization of user interface components and how the in-
formation is arranged (Sharp et al., 2019). Such prototypes are
developed using the interface prototyping technique. Indeed, they
do not implement the software’s functional requirements and
guide the developer to the elements that will conduct the user–
software interaction. Therefore, the study’s main goal was to
instruct the participants to use the guidelines in the catalog
for building prototypes to collect data on the acceptance and
application of the guidelines.

The study was organized into three steps. Firstly, a recruitment
(i) step invited students to participate in the study and collected
information about the profile of these participants. Then, the
preparation (ii) step was intended to level out the participants’
knowledge about network monitoring, usability, and prototyping
tools. Finally, the conduction (iii) step designed a set of artifacts
to support each step based on the participants’ prototypes.

3.2.1. Recruitment
We applied the profile questionnaire2 in the recruitment (i)

tep to collect the profile of the participants in advance. Initially,
t presented the Term of Informed Consent (Appendix A) and, in
ase of acceptance, the process went forward through further
uestions. In addition to demographic data, the questionnaire

2 http://bit.ly/3cUg1os.
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collected data on participants’ prior knowledge of network mon-
itoring tools and the use of prototyping tools (Table 2). In total,
52 participants agreed to participate in the study. We grouped
them into pairs according to the participants’ level of knowledge.
For each pair, knowledge in subjects, such as network manage-
ent and prototyping development, were considered. If a student

had ‘‘good’’ or ‘‘very good’’ knowledge in a subject, then the
other student in the pair could not have ‘‘good’’ or ‘‘very good’’
knowledge in that same subject. However, not necessarily all
pairs had a student with ‘‘good’’ or ‘‘very good’’ knowledge in
a specific subject. It is worth noting that even though the class
was aimed at juniors, there were also upper year students and
some students who were interns or employees. This is the reason
why, in general, students’ knowledge on each of the subjects we
evaluated is not homogeneous.

We conducted a pilot study with a doctoral student and a
professor from the computer networks area through the approach
described in the preparation (ii) and conduction (iii) steps. Ini-
tially, we had planned to divide participants into two groups,
with group 1 starting to prototype based on the scenario of
medium complexity and group 2 based on the high complexity
scenario, and then swapping the scenarios halfway through the
experiment. However, based on the results of the pilot study, we
realized that it would not be possible to apply the two scenarios
(i.e., medium and high complexity) for the two groups of partic-
ipants. We observed that the time required for both groups to
perform both tasks would make the prototyping activity tiring,
which could compromise the data collection. As a result, we
separated the participants into two groups in order to observe
whether the scenario’s complexity interfered with the prototypes.
However, each group would elaborate the prototypes based on
only one of the scenarios.

3.2.2. Preparation
The preparation (ii) step is made of three parts. The first

consisted of a 4-hour training prepared with the foundation on
monitoring networks based on the NagiosXI tool3. This training
phase enabled non-expert participants to have contact with the
NagiosXI’s main features. For the second part, we presented the
main study topics (i.e., monitoring tools, usability, and prototyp-
ing activity) and the catalog with the 12 guidelines through a set
of slides. Finally, we conducted a warm-up for the participants
to apply some guidelines and get used to the prototyping tool
to prevent prototyping tools from introducing difficulties in the
activity. Through this approach, the participants could build a
medium-fidelity prototype using Justinmind4 prototype tool. It
is worth mentioning that to support the participants during the
warm-up, we provided a simple scenario in the context of our
study: ‘‘An equipment’s network interface is down, that is, a physical
failure has occurred. The network administrator must indicate which
interface is down as soon as possible to restore the connection. You
should think about which screens the network administrator would
have to go through until he reaches a conclusion’’.

3.2.3. Conduction
For the conduction (iii) step, the participant built prototypes

with the help of the catalog containing the 12 guidelines. Af-
terward, we evaluated their acceptance based on the feedback
provided, which helped assess the evaluated guidelines’ accep-
tance and usefulness. To accomplish this goal, we elaborated a

3 NagiosXI was pointed as one of most used network monitoring tools in our
revious study (Verdi et al., 2020). As such, we keep NagiosXI as our choice for
his paper.
4 https://www.justinmind.com/.
4

questionnaire5 based on the Technology Acceptance Model (TAM).
This approach is commonly adopted to analyze the acceptance of
given information technology by a group of participants
(Venkatesh and Davis, 2000). Besides the questionnaire, we set up
two scenarios with different complexity levels, defined according
to the difficulty level in using the monitoring tool to guide
participants on this step (see Table 1). Consequently, we arranged
the participants into two groups. One group started by creating
prototypes using the medium complexity scenario, whereas the
other by using the high complexity scenario. To assist in further
analysis of the prototypes, we developed user interface baselines
based on both scenarios by applying the guidelines.

The preparation (ii) and conduction (iii) steps were conducted
based on a catalog containing the 12 guidelines accompanied by
a cards. Each card describes the name, purpose, data set that
could be used to view the information, information regarding
interactivity, an explanation of when to avoid its use, and an
illustrative image with the application of the guideline. Fig. 1
shows an example of a card containing one of the guidelines used.
The complete catalog can be found in Appendix B.

3.3. Execution

Since the study focused on evaluating the use of the guide-
lines, the participants needed to have some knowledge of both
Computer Networks and Software Development. Therefore, we
decided to invite undergraduate students enrolled in the Dis-
tributed Systems course from the Computer Science program of
the Federal University of São Carlos (UFSCar), campus of Soro-
caba, Brazil, which audience comprises students at an advanced
stage (i.e., juniors). To this end, we sent the profile questionnaire
to the students, and a total of 52 agreed to participate. In a
pre-analysis of the profiles, we noted that, in general, the par-
ticipants had little knowledge about prototyping tools, usability,
and management tools for network monitoring.

After recruiting students, a computer networks professor held
a training course presenting to students the main concepts of
network monitoring. He also explained the main features of a
network monitoring related tools by exploiting the NagiosXI. This
activity lasted 4 h and was carried out at Federal University of
São Carlos. The goal of this activity was to level the participants’
knowledge about network monitoring tools, in order to guarantee
that all participants had the basic knowledge of what is a net-
work monitoring tool and what network monitoring tools user
interfaces look like. This knowledge was necessary so that the
participants could later create prototypes of a monitoring tool.

In the following week, we carried out the warm-up and the
experiment on the same day. The warm-up, which lasted ap-
proximately 20 min, relied on the Justinmind prototyping tool,
the low-level complexity scenario, and the guidelines catalog.
A prototype was provided with part of a pre-developed inter-
face, allowing participants to download and change it, as the
researcher demonstrated how to use the tool. The purpose of the
warm-up was to introduce participants to the tool and demon-
strate how to apply the guidelines in the prototype. Right after
the warm-up, the experiment was conducted by two researchers:
a Professor and a junior researcher in the Software Engineering
field. The study took place in the same laboratory where the par-
ticipants used to take the course, according to the steps described
in Section 3.2.

After the warm-up, the participants were arranged into the
previously defined pairs, as described in Section 3.2. They started
building prototypes by applying the evaluated guidelines but
beforehand informed that the main objective was to produce

5 http://bit.ly/3ryVidJ.

https://www.justinmind.com/
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Table 1
Scenarios used in the study.
Scenario complexity Description Instructions on what to prototype

(S1) Medium Complexity
Scenario: Router flow Analysis

Josh Baker is a Junior Network Administrator. Josh’s
boss asked him to show a graph or table representing
all router R6 flows in the last 24 h, regardless of the
source or destination of these flows, in a network
monitoring tool used by the company. The data flow
will be used in an audit, identifying security violations
and anomalies with the help of an adjacent system. The
goal of this task is that Josh is able to extract a sample
with all the router flows. To accomplish this, he must
find and adjust options that satisfy his need until he
reaches his goal.

Considering you are the software developer of Josh’s
network monitoring tool, you should think about which
screens he would have to go through until he finds
router R6 flows. Imagine he is already logged into the
network monitoring tool. To prototype these user
interfaces, you should follow the recommendations in
the ‘‘Catalog of recommendations for usability design in
network monitoring tools’’. Whenever you use a
recommendation from the catalog, you should add a
comment with the number of the recommendation you
have used at the location in the prototype.

(S2) High Complexity Scenario:
Congestion Analysis

Robert Brewer is a Senior Network Administrator.
Robert, using the network monitoring tool, realizes
there is a network congestion consuming almost the
entire available bandwidth and causing high latency on
some nodes. Robert must identify the highest traffic
generators and consumers and the location of the
bottlenecks. Robert must take measurements of traffic
and latency in order to identify sources and destinations
of flows in the congestion scenario. Then, Robert will be
able to make a decision to divert traffic and/or relieve
the equipment causing the bottleneck, thus returning
services to normal.

Considering you are the software developer of Robert’s
network monitoring tool, you should think about which
screens he would have to go through until he identifies
traffic generators and consumers and the location of the
bottlenecks. Imagine he is already logged into the
network monitoring tool. To prototype these user
interfaces, you should follow the recommendations in
the ‘‘Catalog of recommendations for usability design in
network monitoring tools’’. Whenever you use a
recommendation from the catalog, you should add a
comment with the number of the recommendation you
have used at the location in the prototype.
Fig. 1. Example of a card used on the catalog for G1 guideline.
olutions concerned with usability issues. We followed the ap-
roach described in Section 3.2, which consisted of splitting the
air into two homogeneous groups for high and medium com-
lexity scenarios. However, one of the pairs misunderstood which
cenario they were supposed to use, so they developed a proto-
ype using the high complexity instead of the medium complexity
cenario. As a result, 14 pairs used the high complexity scenario,
hereas 12 the medium complexity.
The pairs were instructed to add comments to their prototypes

n the Justinmind tool, pointing out where the guidelines were
pplied. Hence, it was possible to see if participants indeed un-
erstood and used the guidelines. We should point out that these
omments are not part of the guidelines, instead they were used
s a tool to help us later analyze the prototypes created by the
articipants. During the experiment, the participants produced a
otal of 26 prototypes, as presented by the example depicted in
5

Fig. 2. Each pair generated at least two and at most four user
interfaces in each prototype. The number of user interfaces per
prototype was not limited, so each pair defined the number they
considered most appropriate to obtain a complete solution. In
the end, the participants answered the feedback questionnaire
individually.

3.4. Analysis

The analysis relied on data sources generated by the partic-
ipants’ prototypes, the responses to the feedback questionnaire,
and the baseline prototype. In respect to the participants’ pro-
files, Table 2 details them and show how the participants were
organized according to Medium and High complexity scenarios,
respectively. The ‘‘Scenario’’ column identifies the scenario used
by participants when developing the prototypes. As the tables
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Table 2
Participants profile - S: Scenario; Pair: Pair number; Id: Participants Id; (i) Network Management; (ii) Network Foundations; (iii)
Software Prototyping; (iv) UI design; W: Work; F: Field of work; A: Age.
S Pair Id (i) (ii) (iii) (iv) W F A

Medium Complexity (S1)

P1 1 △ □ ⃝ △ No – 25
2 ♢ ⋆ ♢ ♢ No – 24

P2 3 ⃝ ⃝ △ △ No – 25
4 △ △ ♢ □ Intern BPM Dev. 23

P3 5 △ □ △ ⃝ No – 24
6 □ □ ♢ □ No – 22

P4 7 □ □ △ □ No – 21
8 □ ♢ ♢ □ No – 21

P5 9 ⃝ △ □ △ No – 23
10 △ □ △ △ No – 21

P6 11 □ □ □ △ No – 21
12 △ △ △ △ No – 22

P7 13 △ △ □ □ No – 23
14 □ ♢ △ □ No – 21

P8 15 ⃝ □ □ ♢ No – 22
16 △ □ ⃝ △ No – 21

P9 17 △ □ ⃝ △ No – 21
18 □ □ ♢ □ No – 21

P10 19 □ ♢ ♢ □ No – 20
20 △ □ △ △ Intern IT 23

P11 21 △ ⋆ □ □ No – 20
22 △ □ □ □ No – 20

P12 23 △ △ □ □ No – 21
24 ♢ ♢ □ ♢ No – 21

High Complexity (S2)

P13 25 △ ♢ ♢ □ No – 24
26 △ □ △ □ No – 21

P14 27 △ △ ♢ △ Intern IT Consulting 25
28 △ △ △ △ Employee Android Dev. 22

P15 29 △ □ ♢ △ No – 27
30 ⃝ □ △ △ No – 20

P16 31 ⃝ □ ⃝ ⃝ No – 24
32 △ □ ♢ ♢ No – 22

P17 33 △ □ □ △ Intern AI/Data Sci. 22
34 △ □ △ △ No – 21

P18 35 △ □ □ □ No – 21
36 ⃝ ♢ ⃝ △ No – 22

P19 37 △ □ □ □ No – 23
38 △ □ △ □ No – 20

P20 39 □ □ □ ♢ Intern Marketing 23
40 △ □ ⃝ △ No – 20

P21 41 △ ♢ △ △ No – 25
42 □ ♢ ♢ ♢ No – 23

P22 43 □ ♢ □ ♢ No – 20
44 △ □ △ ⃝ No – 25

P23 45 △ ♢ ⃝ ⃝ No – 20
46 ⃝ □ □ ♢ No – 22

P24 47 △ △ ♢ ♢ Intern Software Dev. 21
48 □ □ △ □ Intern Java Dev. 21

P25 49 □ ♢ □ △ No – 21
50 ♢ ♢ □ ♢ No – 22

P26 51 □ □ □ □ No – 24
52 □ □ ♢ △ No – 25

Knowledge degree: No knowledge (⃝), Basic (△), Intermediate (□), Good (♢), Very good (⋆).
show, Participants 1 to 24 belong to S1, and participants from
25 to 52 belong to S2. The ‘‘Pair’’ column describes how the
pairs were formed. As it shows, every two participants are part
of a different pair. Among the 52 participants who took part in
the study, 53.8% and 55.8%, had basic knowledge and interme-
diate knowledge in Network Management, respectively. As for
Software Prototyping, 32.7% of the participants had intermediate
knowledge, whereas 38.5% had basic knowledge in UI design. The
table also shows that most participants are only undergraduate
6

students, while a few also work, whether as interns or employees.
Participants’ ages range from 20 to 27.

For the analysis, we firstly evaluated the solutions developed
by each pair considering the guidelines applied. To this aim,
we inspected the comments added by the pairs, identifying the
application of a guideline and comparing to the application of the
same guideline in the baseline solution. The researchers classified
the use of the guidelines into one of the following categories:
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Fig. 2. Example of a prototype produced by the participants.

• (i) applied the guideline correctly, which means the pair
pointed out the use of the guideline and it was correctly
applied;

• (ii) applied the guideline incorrectly, when students point
out a specific part of their prototype saying they have ap-
plied a certain guideline but they do not follow the guideline
specification;

• (iii) applied the guideline correctly without mentioning,
which refers to the correct application of the guideline but
without a comment pointed out by the pair;

• (iv) applied the guideline partially correctly, when students
understood the overall meaning of the guideline but missed
an important detail that the guideline specifies to make the
application completely correct;

• (v) did not apply the guideline, which means participants
chose not to apply that guideline.

Secondly, we verified the acceptance of the guidelines, using
he TAM questionnaire. Considering the different questions com-
osing TAM, it was possible to analyze the guidelines’ use and
elevance in the developers’ view.

. Results

This section discuss the results according to each research
uestion stated in Section 1.

.1. (RQ1) how did the software developers use the guidelines?

The answer to this question comes from the analysis of which
uidelines applied to develop the prototypes. So, they were clas-
ified into one of the five categories, as discussed in Section 3.4.
n general, the pairs created prototypes that covered the relevant
nterfaces related to the scenario given to them.

In some of the prototypes, we observed that the same pair did
ot maintain the standard of interfaces, which is an important
uideline related to usability (Nielsen, 1994). For instance, a pair
id not keep the standard when using the yellow color both in
onjunction with the success symbol and the failure symbol, in
ddition to the fact that the yellow color is generally associated
ith ‘‘alert’’ (Verdi et al., 2020).
Table 3 presents the result of the analysis on the application

f each guideline. It shows the number of pairs that applied that
uideline (NP), the total number of times that the guideline was
pplied (NA), the results from the perspective of the categories
7

of application (i.e., (i) to (iv)), and the findings we observed from
the analysis. Besides that, Fig. 3 illustrates the frequency of the
categories per guideline. The results revealed that G12 was the
least applied and G2 the most applied, the latter with the greatest
number of proper applications, i.e., 27 correct applications and
three correct applications without mentioning (see (i) and (iii) in
Table 3). On the other hand, G4 had a high incorrect application
rate (see (ii) in Table 3).

These results show that the participants applied some of the
guidelines more times than others in each solution. Fig. 4 presents
the use of the guidelines per prototype. G2 - ‘‘Perception of
colors’’ was applied by 23 out of the 26 prototypes, most of the
time being applied more than once. Comparing Fig. 4 with the
data presented in Table 3, we concluded that guidelines G2 and
G3 were not only the most used guidelines but also had the
highest correct application rate. guidelines G1 and G10 had few
correct applications. guidelines G9 to G12 were applied only by a
few of the pairs.

We developed an approach to compare the application of the
guidelines in each prototype to the baseline elaborated by the
researchers (see Eq. (1)).

Corr × 5 + NoMention × 4 + Partial × 3 + Incorr × 2 + LackNot × 1
(Corr + NoMention + Partial + Incorr + LackNot + LackEss) × 5

(1)

Eq. (1) calculates the average considering the categories re-
lated to the application or not application of the guidelines and
assigning a weight to each category as follow: the correct appli-
cations (Corr) – 5, the correct applications without mentioning
(NoMention)– 4, the partially correct applications (Partial) – 3, the
incorrect applications (Incorr) – 2, the lack of application of ‘‘not
essential’’ guidelines (LackNot) – 1 and the lack of application of
‘‘essential’’ guidelines (LackEss) – 0.

Correct applications award 5 points because the guideline was
correctly applied according to the its specification, rewarding the
participants the maximum score in that application. Hence, a
correct implementation means students understood the guide-
line and could apply it correctly. A correct application without
mentioning is also correct. However, since participants did not
add a comment pointing out in the prototype where the guide-
line was used, we cannot guarantee that participants actually
understood its meaning and forgot to add a comment or if they
accidentally added a certain feature in the prototype without
noticing that the feature was the application of that guideline.
That is why a correct application awards 5 points, while a correct
application without a comment awards only 4 points. Partially
correct applications award 3 points because participants under-
stood the overall meaning of the guideline but did not include an
important detail stated in the guideline specification. An incorrect
implementation awards 2 points because even though it was not
correct, participants tried to implement it, whereas lack of imple-
mentation means students chose not to implement that guideline.
Regarding the lack of application, we analyzed if each guide-
line that was not applied was ‘‘essential’’ or ‘‘not essential’’. The
‘‘essential’’ guidelines are G1 to G9, which were applied by the re-
searchers in the baseline solution. The ‘‘not essential’’ guidelines
are G10 and G11, since they were not applied in the baseline.
These guidelines were not applied in the baseline because they
did not fit the proposed solution. However, not using them had
no negative impact on the baseline, hence they were considered
not essential. Therefore, no implementation of ‘‘not essential’’
guidelines awards 1 point, since the baseline solution also did not
implement them and no implementation of ‘‘essential’’ guidelines
awards 0 points, since these recommendations should have been
implemented, according to the baseline prototype.
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Table 3
Application of the guidelines - G: guideline; NP: number of pairs which applied G; NA: number of times that G was applied; Categories of application: (i), (ii), (iii),
(iv).
Guidel. (G) NP NA (i) (ii) (iii) (iv) Findings from the application of the guideline

G1 - Perception of
updating

7 8 3 4 1 0 Even though the pairs applied the guideline, it was not
applied in the way the guideline proposes, which is to
demonstrate the change in critically levels or in the state of
the machines. The incorrect applications were movements in
general, such as graphs that change and a scroll bar on the
monitoring tool page.

G2 - Perception of colors 25 27 21 3 3 0 Solutions that applied this guideline incorrectly did not
demonstrate the degree of status (success, alert and problem).

G3 - Finding specific
information in a large
set of data

23 24 16 1 6 1 The most recurrent application was with search bars, but
some pairs applied with a filter of results (with selectors).
One pair applied incorrectly, pointing to an entire table as the
guideline, while another pair applied partially correctly,
explaining that the data presented on the screen were the
result of a filter, but did not prototype the filter, which would
effectively be the application of the guideline.

G4 - Obtaining more
detailed information

18 18 8 7 0 3 Incorrect and partially correct applications were those in
which the pairs pointed the entire graph as the guideline,
sometimes with no value or showing all the values of the
graph points, but without explaining or demonstrating that
the values would only appear when the mouse pointer hovers
over a determined point in the graph. This was essential,
considering that the guideline explicitly states that specific
values of points in the graph should appear as the mouse
pointer hovers over them.

G5 - Sorting information 19 19 15 2 1 1 One pair presented data ordered in a table and pointed out
the use of the guideline, but the application was only partially
correct, since they did not use symbols to demonstrate how
the ordering is done. Another pair did not understand the
guideline, pointing to the use of a data filter, instead of a way
to order them.

G6 - Spying before going
deeper

19 20 15 3 2 0 The incorrect applications were those in which the prototype
element pointed out by the pair did not present a summary
view of the data as a starting point. One of the applications
pointed to the title of the ‘‘Tables’’ tab, another pointed to a
table on the page of a specific router (complete information,
not a preview before delving into it).

G7 - Starting point 19 19 13 2 4 0 An incorrect application pointed to the title of a specific page
with information from only one router. The solution did not
present the information in a dashboard format as instructed
by the guideline. In another incorrect application, the solution
presented specific data and graphics without showing an
overview of all equipment. In addition, it was not the start
page of navigation and cannot be considered a starting point,
as described in the guideline.

G8 - Use of metaphors
to inform about status
and incidents

18 19 15 2 1 1 The partially correct application used symbols only for some
of the equipment and incorrectly associated the symbol ‘‘!’’ to
‘‘problem’’, instead of ‘‘alert’’, but they understood that the
guideline was about the use of symbols to demonstrate the
state of the network equipment. We also found the use of
symbols with unconventional meanings. For example, a pair
pointed out that they used this guideline when they used the
pencil symbol, which represented editing, but this symbol
does not represent levels.

G9 - Notifications 4 4 2 1 1 0 The incorrect application pointed to the use of the guideline
in a large part of the screen showing the latest updates.
However, a notification should be just a warning about
something important to the network administrator. In
addition, the notification should not disturb the screen, that is,
it should not be intrusive, but should be shown in the corner
of the screen.

(continued on next page)
We applied this formula to each of the solutions developed
by the pairs. The guideline ‘‘G12 - Suitably arranged data’’ was
not considered in any of the solutions for this analysis, since
the prototypes were developed for desktop format and G12 is
related to devices of different screen sizes (i.e., mobile devices).
The score obtained by the baseline prototype after the calculation
was approximately 0.85. The baseline did not achieve a score of
8

1 since the authors did not apply all the guidelines. Fig. 5 shows
the comparison between the baseline and the pairs’ solutions (P).
Prototypes P8 and P11 achieved scores higher than the baseline
score. In both solutions, we found many occurrences of correct
applications of the guidelines. Also, these prototypes correctly
applied one or both of the ‘‘not essential’’ guidelines (G9 and
G10), which were not applied in the baseline. On the other hand,
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Table 3 (continued).
Guidel. (G) NP NA (i) (ii) (iii) (iv) Findings from the application of the guideline

G10 - Help filling in
fields

9 10 3 3 4 0 A correct application added a placeholder in the search field,
defining that the entry should be the name of a router. An
incorrect application pointed to a selector, but since it is a
selector there is no explanation on how to fill in the field.
Some pairs pointed out field labels, which cannot be
considered a help to fill in the field.

G11 - Gradual display of
information

4 4 2 1 0 1 It was expected that the network topology, a list or dictionary
would be presented to assist the network administrator. The
partially correct application pointed to a table listing the
subnets, but this information is not necessary to understand
the other data on the screen, since the dashboard presents
only a summary of the system. The incorrect application
presented the network topology on a separate page, but did
not allow it to be viewed on pages with other information.

G12 - Suitably arranged
data

2 2 0 2 0 0 This guideline was used by only few of the pairs because the
solution instructions were to design for a desktop device and
not for different devices. Two pairs pointed out the use of
responsiveness and mentioned that the system itself was
already responsive, but did not prototype mobile screens or
screens of different sizes, only screens desktop, and it was not
possible to see the responsiveness of the prototyped elements.
Fig. 3. Frequency of categories per guideline.
rototype P4 applied very few guidelines, and many were applied
ncorrectly. In general, we see that only three solutions scored
ess than or equal to half mark (0.6).

Fig. 6 presents the comparison between the level of complex-
ty of scenarios 1 and 2 and the application of the guidelines. For
his, the classifications ‘‘applied correctly’’, ‘‘partially applied cor-
ectly’’ and ‘‘applied correctly without mentioning ’’ were merged,
olarizing the classification of the guidelines used between ‘‘ap-
lied correctly’’ and ‘‘applied incorrectly’’.

4.2. (RQ2) what was the feedback provided by the software devel-
opers?

This section presents the results regarding the developers’
perception when using the 12 guidelines. We carried out an
analysis using the Technology Acceptance Model (TAM) responses
collected from the participants individually. TAM questions are
divided into two dimensions (see Table 4): the perceived ease of
use and the perceived usefulness. The ease-of-use is related to
a person’s perception of adopting a technology with no effort. In
contrast, the usefulness dimension represents howmuch a person
considers using a specific technology to improve their perfor-
mance. We added another question to the TAM questionnaire to
check how easily the participants considered remembering the
9

guidelines (F7). Furthermore, we adopted a six-point Likert scale
going from Strongly Disagree to Strongly Agree (Likert, 1932). We
chose to use a 6-point Likert scale (i.e. strongly disagree; largely
disagree; partially disagree; partially agree; largely agree; and
strongly agree) without using a central point option (neutral,
neither agree nor disagree, I do not know) because according
to Johns (2005), a central point option can motivate the respon-
dents to not pinpoint their opinion on the issue. In that work, the
author argues that the central point, or neutral, is commonly used
by the respondent to avoid a possible conflict of opinion with the
researcher.

For each TAM question, the participant selected his/her degree
of agreement. Fig. 7 presents, for each TAM question, the total of
participants who selected each option in the Likert scale.

The acceptance responses to the guidelines (i.e., TAM answers)
were also pooled to analyze each TAM dimension’s degree of
agreement. For this, the Relative Strength Index (Wilder, 1978)
was used, which provides the agreement factor considering the
influence of disagreements. We also calculated the individual
degree of agreement for each TAM question (IDA) and the factor
of agreement of each TAM dimension (FDA). IDA results from
the agglomeration formula (see Eq. (2)) (Wilder, 1978). To obtain
the Ag value, Eq. (3) considers the frequency of all agreement
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Fig. 4. Frequency of application of each guideline per prototype.
Fig. 5. Comparison between the solutions developed by the pairs and the baseline.
Table 4
TAM questionnaire.
Dimension Question

Usefulness

U1 Using the guidelines enables me to create the solution more quickly.
U2 Using the guidelines improves my ability to build the solution.
U3 Using the guidelines increases my productivity when developing the solution.
U4 Using the guidelines enhances my effectiveness on the development of the solution.
U5 Using the guidelines improved my perception about the best practices to build the solution.
U6 I consider the guidelines useful to create the solution.

Ease-of-use

F1 Learning how to use the guidelines was easy for me.
F2 I found it easy to use the guidelines the way I wanted to.
F3 The orientation regarding the use of the guidelines are easy to understand.
F4 I understood what happened during my interaction with the guidelines.
F5 It was easy for me to become skillful at using the guidelines.
F6 The guidelines give me flexibility to create the prototypes.
F7 I consider the guidelines easy to remember.
responses to the question (i.e., from strongly agree to partially
agree). On the other hand, to obtain the Dis value, Eq. (4) con-
iders the frequency of disagreement responses obtained in the
ame question (i.e., from strongly disagree to partially disagree).
f the value of Dis is equal to zero, the final IDA value is considered
00. Table 5 presents the results obtained through this approach.
10
IDA = 100 − (
100

Ag
Dis + 1

) (2)

Ag = SA + LA + PA (3)
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Fig. 6. Correct and incorrect applications in each task.
Fig. 7. TAM questionnaire responses.
Table 5
IDA and FDA Results — Strongly agree (SA), Largely agree (LA), Partially agree
(PA), Partially disagree (PD), Largely disagree (LD), and Strongly disagree (SD).
Question SD LD PD PA LA SA Ag Dis IDA FDA

U1 0 1 2 19 17 13 49 3 94.23

96,48
U2 0 1 3 10 25 13 48 4 92.31
U3 0 1 1 15 22 13 50 2 96.15
U4 0 0 1 11 24 16 51 1 98.08
U5 0 0 1 4 25 22 51 1 98.08
U6 0 0 0 2 21 29 52 0 100

F1 0 0 1 6 23 22 51 1 98.08

92,58

F2 0 0 5 12 20 15 47 5 98.38
F3 0 0 2 12 18 20 50 2 96.15
F4 0 0 2 8 23 19 50 2 96.15
F5 0 1 0 14 18 19 51 1 98.08
F6 0 0 5 12 18 17 47 5 98.38
F7 1 1 9 16 14 11 41 11 78.85

Dis = SD + LD + PD (4)
11
Regarding the FDA, its calculation involves the arithmetic
mean of the values obtained from calculating the degree of agree-
ment of the questions (IDA) for the calculated factor. Therefore,
we calculated the usefulness and ease-of-use FDA’s factors based
on the IDA arithmetic mean of questions from U1 to U6 and
from F1 to F7, respectively. Hence, the values obtained from
the IDA and FDA calculation were interpreted according to Ta-
ble 6 (Wilder, 1978). Considering the results in Table 5, we found
that the vast majority obtained very strong degrees of agreement
(i.e., above 90). The exception is in question F7. The results of
the usefulness dimension revealed that the participants found
the guidelines useful. In particular, we observed that question
U6 obtained a level of agreement of 100, demonstrating that
no participants selected the disagreement options. On the other
hand, in the easy-of-use dimension, question F7 showed a mod-
erate agreement (i.e., 78.85) due to the large amount of partial
agreement and disagreement responses. This result indicates that
many of the participants do not find the guidelines easy to
remember.
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Table 6
Interpretation of Degree of Agreement values.
Degree of Agreement value Interpretation

≥ 90 Very strong agreement
80 - 89.99 Substantial agreement
70 - 79.99 Moderate agreement
60 - 69.99 Fair agreement
50 - 59.99 Slight agreement
40 - 49.99 Slight disagreement
30 - 39.99 Fair disagreement
20 - 29.99 Moderate disagreement
10 - 19.99 Substantial disagreement
≤ 9.99 Very strong disagreement

In addition to the guidelines’ acceptance, we also asked partic-
pants, when answering the Feedback questionnaire, to indicate
ow frequent the guidelines when building the solution and how
seful they considered each of the guidelines. In these questions,
he participants indicated the use and perceived relevance of
ach of the 12 guidelines. Table 7 presents the results of the
articipants’ responses. One of the highlights is the guideline
‘G4 - Obtaining more detailed information’’, which was used and
onsidered relevant by the vast majority of participants, 51 out
f 52. The guideline with the greatest difference between use
nd relevance was ‘‘G11 - Gradual display of information’’, with a
ifference of 31% (16). The only guideline that was not considered
elevant by most participants was ‘‘G12 - Suitably arranged data’’.
his perception is due to the fact that the participants were not
sked to create solutions that were adaptable to different devices.
Finally, we verified whether the complexity of the scenario

rovided to the participants (Scenario 1 and 2) influenced the
cceptance of the guidelines. To do this, we applied Fisher’s Exact
est to each of the TAM questions. Fisher’s Exact Test (Fisher,
922) seeks to test statistical significance between two elements,
bserving the significance of the deviation from the null hy-
othesis. The goal is that the results obtained in Fisher’s Exact
est, called p-value, reject the null hypothesis and accept the
lternative hypothesis. The test can be used on samples of any
ize, yet it is used more commonly on samples smaller than 30.
To calculate Fisher’s Exact Test and show the results, we cre-

ted Table 8. It contains all the responses for each TAM question
columns from 1 to 6) mapped into two groups, one for each
cenario (in the rows medium and high complexity). Follow-
ng that, we counted the number of participants who selected
ach of the six options in the Likert scale (from strongly dis-
gree - 1 to strongly agree - 6) for each question. Then, they
ere separated into two rows: one referring to Group 1 partic-

pants (medium complexity scenario) and another referring to
roup 2 participants (high complexity). Thus, columns 1 to 6
ustained our testing. Since the sample was small, we adopted
95% confidence interval to mitigate errors in the analysis of

he results. The Fisher’s Exact Test was performed using the
nline tool (Vasavada, 2016), since it allows the calculation with
ables larger than 2X2. It is worth noting that we defined the
ollowing null and alternative hypotheses to support the test
esults analysis.

• H0: There is no influence of the scenario’s complexity on
the acceptance of the guidelines

• HA1: There is an influence of the scenario’s complexity
on the acceptance of the guidelines

An important remark is that both hypotheses were tested
y replacing ‘‘TAM questions’’ with each TAM question (i.e., U1,
. . ,U6; F1, . . . ,F7). Table 8 presents the p-values obtained in each
12
TAM question. Since all the p-value results were above the con-
fidence interval (i.e., 0.05), it is not possible to reject the null
hypothesis for each of the TAM questions. This means that, from
Fisher’s Exact Test, there was no statistical significance found to
determine that the scenarios’ complexity influenced the accep-
tance of the guidelines.

5. Refining the guidelines

After the evaluation, we considered that some guidelines re-
quired refinement, mostly due to a potential misunderstanding
on how to use them. Consequently, we elaborated a new version
of G1, G2, G4, G6, G7, G10, and G11 guidelines Appendix C. Such a
refinement was done by rewriting the title so that the guideline’s
purpose becomes more clear for software developers. In what
follows, we explain what triggered our motivation for refining
each of the mentioned guidelines.

In general, these guidelines were refined because the rate of
incorrect and partially correct applications was high compared to
the total number of applications. At the same time, the incorrect
and partially correct applications followed a pattern, i.e., the
prototypes which guidelines were applied did similar mistakes.

The guideline’s title was one aspect subject to refinement.
In some cases, they were not consistent with the remaining
information (e.g., description, illustration) on how the guidelines
were supposed to be applied. Therefore, the experiments showed
the correct and incorrect use of the same guideline by a pair
at different prototype’s locations. Based on these findings, we
decided to change the titles to prevent developers from get-
ting confused with the real guideline’s purpose, so ensuring that
they are consistent with its description. Table 9 summarizes the
refinements made.

6. Discussion

Considering our results and the RQs stated in Section 1, we
pinpoint discussions in the following subsections.

6.1. RQ1 - how did the software developers use the guidelines?

Based on the data analyzed, we observed that G2 and G3 were
the most used guidelines. Yet, G4, G5, G6, G7, and G8 were widely
used. G2 was correctly applied more often, followed by guidelines
G3, G5, G6, G7, and G8. In particular, G2 and G3 were applied
more than once in most of the prototypes. G4 had a lower rate
of correct applications. G1, G9, G10, G11 e G12 were applied by a
few participants and, in most cases, were only used once in each
prototype. By comparing the prototypes built by the participants
to the baseline (Fig. 5), we observed that the developers could
use and understand the guidelines since most of them obtained
scores close to the baseline score.

We also analyzed whether the scenarios’ complexity influ-
enced the correct or incorrect use of the guidelines. From a
qualitative analysis of the prototypes, we concluded that it did
not significantly interfere, except for guideline G6, which had
many correct applications for prototypes related to the S2 than
the S1. Similarly, the complexity of the scenario also does not
influence the non-application of guidelines, except for G10, which
was much less applied in the prototypes linked to S2 compared
to those built to the S1.

6.2. RQ2 - what was the feedback provided by the software devel-
opers?

The second research question concerns the developers view
regarding the guidelines.
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Table 7
Use and perception of relevance of guidelines — absolute value presented in parenthesis.

Guidelines Use Relevance

G1 Perception of updating 42% (22) 58% (30)
G2 Perception of colors 98% (51) 98% (51)
G3 Finding specific information in a large set of data 75% (39) 88% (46)
G4 Obtaining more detailed information 87% (45) 92% (48)
G5 Sorting information 69% (36) 87% (45)
G6 Spying before going deeper 62% (32) 83% (43)
G7 Starting point 73% (38) 87% (45)
G8 Using metaphPors to inform about status and incidents 69% (36) 79% (41)
G9 Notifications 27% (14) 56% (29)
G10 Help filling in fields 35% (18) 52% (27)
G11 Gradual display of information 27% (14) 58% (30)
G12 Suitably arranged data 13% (7) 42% (22)
Table 8
Count of participants’ responses to TAM questions - 1: Strongly disagree; 2:
Largely disagree; 3: Partially disagree; 4: Partially agree; 5: Largely agree; 6:
Strongly agree.
Question Scenario 1 2 3 4 5 6 p-value

U1 Medium 0 0 2 7 9 6 0.45High 0 1 0 12 8 7

U2 Medium 0 0 1 7 10 6 0.46High 0 1 2 3 15 7

U3 Medium 0 0 1 8 9 6 0.78High 0 1 0 7 13 7

U4 Medium 0 0 0 7 10 7 0.54High 0 0 1 4 14 9

U5 Medium 0 0 1 2 8 13 0.16High 0 0 0 2 17 9

U6 Medium 0 0 0 2 9 13 0.40High 0 0 0 0 12 16

F1 Medium 0 0 0 3 10 11 0.96High 0 0 1 3 13 11

F2 Medium 0 0 2 4 13 5 0.20High 0 0 3 8 7 10

F3 Medium 0 0 0 4 9 11 0.47High 0 0 2 8 9 9

F4 Medium 0 0 0 3 13 8 0.48High 0 0 2 5 10 11

F5 Medium 0 0 0 7 9 8 0.94High 0 1 0 7 9 11

F6 Medium 0 0 3 7 9 5 0.39High 0 0 2 5 9 12

F7 Medium 0 1 6 9 4 4 0.24High 1 0 3 7 10 7

First, we concluded that the level of complexity of the sce-
arios does not influence the TAM questions (i.e. in the accep-
ance of the guidelines). Moreover, the strong agreement on TAM
uestions shows that, in general, developers have accepted the
uidelines well. A more thorough analysis about the developers
iew regarding the use and relevance of the guidelines was car-
ied out and showed that 7 of the 12 guidelines were marked as
sed by more than 50% of the developers, whereas 11 of them
ere marked as relevant by more than 50% of the developers.
herefore, from the developers’ point of view, the guidelines were
ell accepted, being considered useful and relevant in general.

. Threats to validity

Threats to validity are situations that can occur throughout the
ork’s development, which compromise its validity. They can be

nternal, external, instrumentation, or conclusion threat.
13
Internal threat refers to the tiredness or lack of motivation of
the participants in the experimental study. It would consequently
prevent them from carrying out the study seriously, which could
negatively affect the results. Regarding motivation, it was possible
to mitigate this threat by giving extra credit points in their grades
in the Distributed Systems discipline if the student (i.e., software
developer) participated in the study, which was an incentive.
Regarding fatigue threat, we mitigated it by performing a short
interval between training and the study’s conduction.

The external threat refers to the set of participants not rep-
resenting the population of interest, who are the developers of
network management tools, that is, students’ participation in
the study and not of market developers. This threat could be
considered, as the students’ lack of knowledge could prevent us
from generalizing the results to other environments. However,
Salman, Misirli, and Juristo (Salman et al., 2015) demonstrate that
students perform similarly to experienced professionals in new
activities. Despite having more experience than students, market
professionals do not know the use of design guidelines presented
in this study and the students. Hence, students can participate
in this study without their participation, posing a threat to its
validity.

The instrumentation threat is related to the instruments’ prepa-
ration, that is, to the use of the Justinmind prototyping tool and
the participants’ knowledge both in network management and
in the NagiosXI network monitoring tool. However, we mitigated
this threat with an expository class on network management and
the NagiosXI network monitoring tool. Subsequently, we trained
with the participants to become familiar with the prototyping
tool Justinmind and how the study would be performed later.

Finally, the conclusion threat is related to the method used
for the data analysis. This threat was mitigated by carrying out
a quantitative and descriptive statistical analysis using the TAM
questionnaire and the utility perception questionnaire.

8. Conclusions and future work

This work presented a study to evaluate 12 guidelines for
usability design in network monitoring tools aimed at software
developers. The analysis showed that they are indeed relevant
and help the software developers create interfaces focusing on
usability in network monitoring tools.

The study described in this work brought relevant contribu-
tions. It explored the use of design guidelines for usability in
the specific context of network management, showing how they
help software developers. Through a qualitative and quantitative
analysis, the experiments revealed that the proposed guidelines,
specifically the guidelines G2, G3, G4, G5, and G7, are relevant
to the development of network monitoring tools. Most partici-
pants used them. With the feedback questionnaire analysis, we
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Table 9
Guidelines refinements — Original Title (O) → Refined Title (RF).
Id Title Motivation

G1 Perception of updating (O) → Movements
representing a situation change (RF)

Most of the pairs applied this guideline incorrectly, all of them showing general movements
in elements of the prototype, such as changing graphics or the scroll bar of the prototyped
page, without representing movements of transition of states and levels of criticality, as
proposed by the guideline.

G2 Perception of colors (O) → Colors representing
the state of the elements (RF)

All incorrect applications used colors in the prototyped elements, but did not represent the
state of the elements (success, alert and problem), since they did not use specific colors
(green, yellow and red), which was the objective of the guideline.

G4 Obtaining more detailed information (O) →

Obtaining detailed information with mouse
pointer (RF)

Most of the applications of guideline G4 were incorrect and partially correct. All of them
pointed out an entire graph as the use of the guideline, with no value or showing all the
values of the graph points. However, they did not explain or demonstrate that such values
should appear only when the mouse pointer hovers over them, which is what the guideline
proposes.

G6 Spying before going deeper (O) → Present
summary before going deeper (RF)

All incorrect applications of guideline G6 maintained a pattern: they all pointed out elements
of the prototypes that did not represent a summary view. However, the guideline proposes
the developer presents a summary view to correctly guide users, before they investigate all
the data.

G7 Starting point (O) → Dashboard as a starting
point on the home screen (RF)

As for guideline G7, the incorrect applications were similar to each other, pointing out
elements that were not an overview of everything that was happening on the network and
these elements were not on the prototyped system’s homepage (right after the user logs in to
the tool). Therefore, they did not represent a dashboard with information about all that is
happening on the network, as proposed by the guideline.

G10 Help filling in fields (O) → Explanatory text
for filling in fields (RF)

guideline G10 had incorrect applications were those in which pairs pointed out elements that
were not information on how to fill in a field, often pointing to a title or label of a field
instead of a placeholder or explanation on how to fill in a field below it, for example.
However, the guideline proposes that, in addition to the label, an explanation of how the user
should fill in the field should be presented.

G11 Gradual display of information (O) → Display
window with additional information (RF)

Finally, regarding guideline G11, incorrect and partially correct applications presented
information that was not necessary for the understanding of other data on the screen or
presented information on a separate screen. However, the guideline proposes that the
information presented should help the user to understand the other information presented on
the screen and be presented in a separate window that can be moved around the screen as
needed by the administrator.
observed that the developers accepted the guidelines well, con-
sidering them relevant. The research work, both through the
graphs and Fisher’s Exact Test, demonstrated that, in general, the
level of complexity of the scenarios for the creation of prototypes
had no significant effect on the acceptance of the guidelines.

In Verdi et al. (2020), the authors sought to understand the
ifficulties that network administrators encountered when using
etwork monitoring tools, culminating in elaborating 12 guide-
ines to improve the usability of these tools. This work analyzed
hese guidelines and their efficiency, observing whether they
ere well accepted and correctly applied by the developers and

f it would be necessary to make adjustments to the guide-
ines to refine them. This activity was possible by analyzing the
rototypes developed by the software developers. Future work
nvolves validating the prototypes generated in this work through
study with network administrators, verifying whether the use
f guidelines in elaborating prototypes of network monitoring
ools can effectively generate better usability. Therefore, it will be
ossible to analyze the end user’s perspective, that is, the network
dministrator, ending the last step of validating the guidelines.
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Appendix A. Term of informed consent

TERM OF INFORMED CONSENT
You are invited to take part in the research ‘‘Analysis of

guidelines for (Re)Design of Visualization in Network Monitoring
Tools’’. This research is part of an undergraduate research project
at Federal University of São Carlos - UFSCar, conducted by student
Sofia A. M. Silveira and supervised by professors Fábio Luciano
Verdi and Luciana Zaina. The purpose of the research in which you
will participate is the use of a set of design guidelines for network
monitoring tools. To participate, you should answer a profile
questionnaire that will be available in the next step. During the
study, you will build low-fidelity prototypes. At the end, we will
collect your feedback about the guidelines from a questionnaire.
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The data collected from the two questionnaires (i.e. profile
nd feedback) and during the study will only be analyzed alto-
ether for the purpose of scientific research. We guarantee the
nonymity of the participants and access to the results of the
esearch after it is completed. Your participation will not involve
ny physical risk neither financial expense or gain. You have the
ight to withdraw from participating in the study at any time
ithout prejudice.
The questionnaires will be accessed and answered by those

ho agree to take part in this study. In case of accepting to
articipate, the participant should indicate the acceptance to the
onsent term and answer to participate in the study by selecting
he option ‘‘Yes, I accept to take part in the research’’. On contrary,
f you do not accept to participate, you should select the option
‘No, I do not accept to take part in the research’’.

ppendix B. Original guidelines
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